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I. EXECUTIVE SUMMARY

The effective integration of technology in the Education in Emergencies (EiE) sector has great potential to
improve the availability, quality and use of data for stakeholders globally, but the sector faces unique
challenges in introducing these new technologies. Particularly, EiE interventions serve populations
burdened by poverty, displacement, and violence and, therefore, have unique data privacy and protection
protocol requirements. How, then, can technology best serve the needs of EiE practitioners? And what
specific principles should practitioners follow when adopting a new technology? The study team answers
these questions via an analysis of interviews with 35 EiE, education, and technology professionals,
classifying data technologies currently in use among the three main phases of the data life cycle: data
collection, processing, and communication. Based on the results of these interviews and review of the
literature, the study team proposes eight guiding principles for practitioners as it relates to
technology use across the data life cycle. Two of these principles should act as a framework for all
decisions: (1) Do no harm, and (2) Follow General Data Protection Regulation (GDPR)' and similar
standards. Three of these principles help practitioners to identify when a new technology is appropriate:
(3) New technology does not mean better technology, (4) Coordinate among stakeholders, adapting
technologies using a systems-thinking approach and (5) Develop innovations in collaboration with local
organizations and end-users. The final three principles help practitioners in deploying the technology
successfully: (6) Introduce new technology through the lens of social and behavior change, (7) View
technology as a long-term investment, and (8) Nurture a culture of data feedback loops and data-driven
decision making.

The study team also shares recommended practices related to each phase of the data life cycle. For data
collection, the study team recommends highlighting duty of care, the need to deploy multiple modes of
data collection, the importance of design, and the need to tailor technological solutions to the culture in
which it is being deployed. For data processing, the study team recommends investing in strengthening
analytical support, building capacity for staff to better leverage data, building expertise in multiple
platforms, automating data validation processes, and developing processes to share analyses. Finally, for
data communication, the study team recommends identifying data champions within the organization,
creating a broad culture of data sharing within the organization, providing data in a timely fashion, following
data visualization best practices, simplifying reporting, ensuring system maintenance, and using row-level
security to limit access to data.

Aligned with these principles and best practices, the greatest opportunities for technology in EiE that can
further strengthen existing technological systems and equip decision makers with key information on
learners, teachers, schools, and systems are identified. These opportunities include expanding use of
existing platforms to collect data, empowering beneficiaries, field staff, schools, and teachers with data
through feedback loops, and exploring new promising technologies, particularly data collection through
learning management systems, automation of data cleaning and analysis, sector-appropriate machine
learning techniques, and chat-bots and enhanced information access.

I GDPR is the key regulation on data protection and privacy within the European Union. Under the GDPR guidelines, data
controllers must design information systems with privacy in mind and no personal data can be processed unless a data subject
has provided informed consent or if is used under six lawful purposes, including fulfilling contractual obligations with a data subject
and protecting the vital interests of a data subject or individual. More information on GDPR can be found at https://gdpr.eu/.
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2. BACKGROUND

The world is more interconnected through technology than ever before, enabling data collection at a scale
previously unimaginable. [ 1] [2] While the potential of technology to support the humanitarian sector has
been widely recognized [3] [4] [5], technological innovations in education in emergencies (EiE) remain
modest, including in the data space. [6] Many humanitarian applications of technology to data collection
and use have occurred within sectors other than EiE. [7] [8]

One potentially analogous sector is development, where technology has made it possible to collect and
analyze valuable data that can inform and improve education interventions in some of the world’s most
resource-strained environments. It is therefore tempting to approach the use of technology for education
in emergencies (EiE) as an extension of technology for development. After all, both international
development and EiE fields require technologies that are cheap, appropriate for settings with poor
connectivity and low levels of technical expertise, and support sustainability. However, EiE settings also
involve unique challenges related to technology’s use for data collection and analysis.

The rapidly changing nature of emergency settings particularly encourages the development of tools and
platforms that can provide real-time information. Although precise longitudinal information systems are
ideal in both EiE and international development interventions, this is much harder to achieve in EiE settings,
where actors require flexible tools to collect data from highly mobile populations and hard-to-access
locations, while also dealing with the high rates of staff turnover that characterize humanitarian programs.
[9] [10] Moreover, EiE actors have often prioritized the use of technology for the monitoring of key
outputs during service provision, given the difficulties associated with assessing quality of services and
learning environments. [| 1]

This need for rapid and flexible responses has made international non-governmental organizations
(INGOs) a dominant presence in the EiE space, which has clear consequences for the use of technologies
for data collection and use. Despite existing coordination across INGOs and other implementing partners
through the cluster system, project-based approaches lead to situations in which technology for EiE has
consisted of the creation of ad hoc monitoring and information management tools, rather than more
sustainable system-wide approaches for data collection and sharing for a particular emergency context.
[12] Moreover, adoption of tools can respond to an organization’s general attitude towards technology,
often with changing preferences across country and regional offices.

The EiE sector is also unique in its inherent security risks. Scholars have long argued that advances in
mobile technology make it suitable for hard-to-reach contexts [I3], particularly in parts of the world that
are already well-connected, such as in the Middle East and North Africa (MENA) region. Despite the
increased availability of mobile phones around the world, the use of often expensive devices for data
collection—such as smartphones and tablets—remains a sensitive issue in low-resource areas, as it
highlights the existing inequality and power dynamics between target populations and actors collecting
information. In emergency settings, the use of devices can also involve security risks to data collectors and
may provoke additional suspicion and mistrust from governments and communities. Collected data also
requires stronger data privacy and protection protocols. Populations served by EiE interventions often
face not only the burden of poverty, but that of displacement and violence. Educational data on IDPs and
refugees could become available to individuals or organizations responsible for their displacement or
expose the identities of vulnerable individuals to other local actors. Moreover, even in cases in which
vulnerable populations reach areas where their physical safety is guaranteed, their data is vulnerable to
misuse by government authorities seeking to restrict the population’s activities in their territory. [14]
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It is within this context that the study team seeks to address the growing interest in understanding how
the EiE field can more effectively leverage recent technological innovations to create more responsive,
targeted, and high-quality monitoring and evaluation to improve educational programs, particularly for
NGOs working in this space.

Barriers to the widespread implementation of technology-based data collection solutions for EiE, both in
the MENA region and globally, include uneven implementation of platforms across localities and partners,
technology penetration, literacy (both traditional and digital), upfront costs, poor ability to handle
qualitative data by technology users, and concerns around digital harm. [6] [4] [I5] [16] [17] [18] Thus,
there is a need to explore issues, opportunities, and challenges related to the development and utilization
[2] of digital information systems for education in emergencies.

Existing research on the use of technology in the EiE sector has focused on EdTech’s potential to deliver
content, whether that is learning in emergencies [16], distance learning approaches [19], the use of radio
[20], or the development of intelligent tutoring systems [21]. Reviews of technologies, including mobile
phone data collection [22], tablets [23], or SMS technologies [I5] as well as reports on key processes
where technology adds value, such as digitizing data collection for digital school censuses [24], building
EMIS systems [17], and rapid data collection during an emergency [25] provide insights in successful
approaches to the use of specific technologies in development and EiE. However, the literature lacks clear
guidance on the use of data technologies more generally within the constraints of the EiE context in the
MENA region.

This paper, which was developed under the USAID Middle East Education Research, Training and Support
(MEERS) program, attempts to fill the literature gap by identifying data technologies relevant to MENA
and global EiE contexts and characterizing the advantages and disadvantages of using these technologies
across the data life cycle. Based on experiences of the experts in these contexts, the study team proposes
guiding principles to the continued use of technology in the EiE sector and develops recommended
practices in data collection, processing, and communication.

2.1 RESEARCH QUESTIONS

The MEERS research team set out to answer the following questions, with a focus on the needs and
practices of EiE practitioners.

I. What technologies are currently used by EiE practitioners in the MENA region and globally for
data collection, processing, and use!?

2. What are the requirements to use these technologies (particularly as it relates to infrastructure
and professional capacity)?

3. What are the advantages and disadvantages to these data collection, processing, and
communication technologies in relation to general utility, costs, and safety and security?

Since 2019, global actors led by the Inter-Agency Network for Education in Emergencies (INEE), UNESCO
Institute for Statistics, and Education Cannot Wait have been moving towards the standardization of a
shared global data infrastructure and ecosystem. The INEE EiE Data Summit in June 2019 led to the
development of a global action agenda around EiE data and the formation of an INEE EiE Data Reference
Group in 2020. In keeping with this global agenda, the study team argues that the effective integration of
technology into the broader EiE data ecosystem has great potential to systematically improve the
availability, quality and use of EiE data for a broad range of stakeholders globally. At the same time, there
are always risks to the introduction of new technologies into any sector; this paper sets guiding principles
for how to manage this process and recommended practices for each process in the data life cycle.
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3. METHODS

This study adopted an iterative, qualitative approach combining a desk review with semi-structured
interviews to map the application of technologies for data collection, analysis, and use in EiE contexts. The
goals of this mapping are to develop a typology or organizing framework for the different kinds of
technologies that are being used—or could possibly be used—for data collection, analysis, and use in EiE
contexts and to highlight lessons learned and good practices to assist those working in the sector to
improve the use of technology. Due to the combined regional and global focus, the study team reflects on
the relevance of the findings for both the MENA region and globally throughout the paper-.

The study team reviewed both academic and grey literature. The primary purpose of the desk review was
to confirm that the research questions addressed a knowledge gap regarding EiE, data, and technology and
to identify initial stakeholders for interviews, though relevant insights from the desk review are integrated
into the Findings section. During the review, the study team screened over 90 articles and identified over
25 of relevance, with results from the search buttressed with relevant documents shared during the
interviews.

Figure |: Who did the study team interview?

94% (33) work in education with an average of 14 years education experience
Of these, 82% (27) focus in EiE with an average of 8 years EiE experience

Strategic level of focus*
46% of the

ovs N %) respondents work
National _ 13 (37%) in the Middle East
tocat N 11 (31%)

Organization Affiliation

o, 9 (26%)
43% of the respondents 8(23%)  8(23%)
are women
5(14%)

2 (6%) 2 (6%)
1(3%)

H B =

Humanitarian Technology = Nonprofit Academia  Consulting Multilateral

*Note that respondents may have listed multiple strategic level of focus (i.e. a focus on national and local work)

The study team conducted 35 semi-structured interviews lasting 30 to 60 minutes with professionals and
researchers who have expertise related to the use of technology for data collection in the EiE sector. The
interview was divided into questions on () demographics, (2) the types of technology used by the
organization, (3) requirements to use the technology (infrastructure and professional capacity), and (4)
the perceived advantages and disadvantages (general utility and costs) and recommended practices to use
these technologies, and (4) potential uses of technology by the sector in the future. Interview questions
can be found in Appendix /. /nterview Protocol. The primary sampling strategy was purposeful snowball
sampling, beginning with known specialists in the field to learn about challenges and opportunities as it
relates to using technology in emergency settings. This purposive sampling included respondents across
different levels of conflict severity, different staff roles (e.g., technical and managerial), different levels of
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operation (e.g., local and global), and different mandates (e.g., government, private, development and
humanitarian). When additional relevant perspectives were identified during the interviews, such as the
use of emerging technologies that had little coverage in the current sample, the study team adjusted the
sampling, accordingly, snowballing as needed. While interviews focused on individuals directly involved in
EiE, due to the cross-cutting nature of technology, technological generalists and specialists in related
sectors were interviewed.

Respondent summary statistics can be found in Figure |. The majority of interviewees had been involved
with the field of education in some capacity, averaging 14 years of experience (n=33). A considerable
number had also been active in the EiE space, with an average eight years of experience (n=27). Sixty-four
percent of respondents identified their work as being at the global level, while 21 percent characterized
it as being at both the local and national level. Slightly over a third of all respondents (37%) had ties to
organizations working in the MENA region. Participants were balanced in terms of gender, with 43 percent
female respondents. Twenty-three percent of respondents were affiliated with firms providing technology
services for data collection and analysis; 26 percent were affiliated with humanitarian NGOs; 23 percent
ranged from nonprofit organizations involved in the design and implementation of education interventions;
14% were employees of a United Nations (UN) agency, and the remaining (14%) came from academia,
consulting, and non-UN multilateral organizations.

3.1 ANALYSIS ANALYTICAL FRAMEWORK

Process A
|

3.1.1 ANALYTICAL FRAMEWORK

Figure 2: Analytical Framework

Process B Process C

|
Technology 2

Technology 1 Technology 3
— Tool A — Tool D — Tool F
— Tool B — Tool E — Tool G
— Tool C

The study team used an iterative framework to categorize and understand the technologies used in EiE
settings. The team first identified existing technologies used in the EiE context by searching both academic
and grey literature for papers related to information and communications technology (ICT) and data. After
removing technologies that were solely used for content delivery, the study team classified these
technologies as living within larger processes within the data life cycle. Through continued review of the
literature and interviews, the study team identified other technologies as well as specific tools (proprietary
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and non-proprietary software solutions to implement these technologies) living within these larger
processes. This framework of processes, technologies, and tools is shown in Figure 2.

3.1.2 ANALYSIS METHODS

The study team iteratively analyzes the data, moving from tool-specific responses, such as information
related to the advantages of using PowerBlI, to generalized insights. As described above, data is applied to
a two-tiered typology: (1) the underlying technology the insight is attached to and (2) where that
technology belongs within the main processes of the data life cycle. To do this, data is coded to identify
tool-level insights in relation to requirements, advantages, and disadvantages as well as the specific
technology type (i.e., categorizing PowerBl as a dynamic visualization technology) using a computer-
assisted qualitative data analysis system (CAQDAS). Through iterative analysis of the insights related to
specific technologies, broader themes in relation to requirements, advantages, and disadvantages and
recommended practices for the larger process are identified. Finally, the study team continues the process
of abstracting insights from each process within the data life cycle to guiding principles across data
processes more generally within the EiE sector.

3.2 RESEARCH LIMITATIONS

Due to the sheer number of technologies used in the sector and space considerations within the paper,
the study team generalized the results to data collection, processing, and use technologies broadly with
the goal of providing insights into how technology can support data use in the EiE sector. For comparisons
across technologies (for example looking at advantages and disadvantages of SMS technologies relative to
IVR technologies), please see Comparing Data Technologies in the paper’s companion dashboard.?

This study does not focus on the use of technology for national education systems in crisis settings, which
has been researched via parallel initiatives, although some of the findings of this paper may be useful for
government actors. The focus of this paper is primarily on non-governmental EiE practitioners, both large
and small, global, and local. The hope is that the findings will improve the efficiency, quality, and usefulness
of the overall EiE data ecosystem and ultimately make more data, both governmental and non-
governmental, increasingly inter-operable and coherent. An end goal is to effectively bridge humanitarian
and development data divides and move towards A New Way of Working in the EiE sector defined by
common ways of working and collective outcomes.

The study is also limited by the chosen research methodology; through snowball sampling, the research
team identified and interviewed experts in the field, but the identified network may exclude major players
in the EiE sector. The study team particularly was unsuccessful in identifying state-level actors to discuss
the use of technology for national education systems and may have inadvertently excluded non-English
speaking participants. The reliance on interviews as the main source of data (rather than collecting
information more systematically through a survey, for example), also results in a reduction in the breadth
of information captured in favor of depth. Finally, while respondents were assured that their responses
would not be tied to their name or their organization, some respondents may have self-censored due to
a perceived lack of anonymity in responding to a recorded interview. De-briefs at the end of each interview
helped assure potential interviewer biases (such as errors made by altering the questionnaire, irrelevant
probing, or recording errors) were minimized.

2 https://tinyurl.com/usyyjxyc

USAID.GOV Technology for Data Collection Processing and Communication In EiE | 6


https://tinyurl.com/usyyjxyc
https://www.un.org/jsc/content/new-way-working#:~:text=The%20New%20Way%20of%20Working%20(NWOW)%20calls%20on%20humanitarian%20and,and%20vulnerability%20over%20multiple%20years.

FINDINGS

This section provides the findings from the study organized into four parts.

I. Section 4.1 provides an overview of the key technologies identified in the literature and by
interview participants and how these technologies map to the data life cycle (collection,
processing, and use). (Research Question 1)

2. Section 4.2 addresses the requirements, advantages, and disadvantages of these different
technologies as they relate to data collection in the EiE sector (Research Question 2 & 3).

3. Section 4.3 addresses the requirements, advantages, and disadvantages of these different
technologies as they relate to data processing in the EiE sector (Research Question 2 & 3).

4. Finally, Section 4.4 addresses the advantages and disadvantages of these different technologies as
they relate to data communication in the EiE sector (Research Question 2 & 3).

4.1 ATYPOLOGY OF DATA TECHNOLOGIES USED BY MENA AND GLOBAL EIE
PRACTITIONERS

4.1.1 DEFINING THE DATA LIFE CYCLE AND THE IMPACT OF TECHNOLOGY

Below we define the different phases of the data life cycle. To elucidate the three main categories of the
data life cycle (collection, processing, and use), we provide an example of the infusion of technology into
collecting social and emotional learning (SEL) and well-being data for students in an EiE context. For a
more in-depth look of the use of data technologies in the field, please refer to Appendix 2.

I. Data collection is the process of capturing information on targeted variables. During a phase of
data collection, enumerators may collect results of a one-on-one assessment with students in a
settlement and then enter this data into a tablet via KoboCollect. This data collection captures
not only the main variable of interest, but also secondary information such as the location of the
data collection and the amount of time spent on the assessment. This data is then synced from
the tablet to a server located on the cloud that only specific individuals within the organization
have access to.

2. Data processing is a broad category that includes validating, cleaning, exploratory data analysis,
and modeling. For the SEL and well-being data, an analyst may take data collection efforts from
several sites and append the data into a singular database using proprietary software such as Stata.
They may then merge it with a previous data collection and analyze how much students learned
between baseline and endline.

3. Data communication is the process of communicating data back to stakeholders, primarily through
written results and data visualization. For our SEL data, an analyst may develop a Sankey graph
using PowerBI to show how students’ social and emotional skills have progressed across the year
and show differential progress as it relates to different geographic locations. This is presented to
key stakeholders and impacts how resources are allocated in the next quarter.

Table | provides a list of technologies identified for each process with definitions, examples of use, and
software or companies that provide this technological solution. While the study team believes this
categorization provides clarity on the technologies used within the data collection cycle, these categories
are not mutually exclusive or collectively exhaustive. SMS technologies, for example, are categorized as a
data collection technique because SMS was mostly described in that way during interviews (such as the
South Sudan Schools Attendance Monitoring System). However, SMS could also be categorized as data
communication if results are sent back to users via text messages. In the mapping below, the study team
restricted categorization to the most commonly noted use of the technology.
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Table I: Technologies Used Across the EJE Data Life Cycle

Process

Collecting
Data

Technology Definition ‘ Examples of Use Illustrative Software
Assessments or surveys implemented | Surveys led by an enumerator to ODK, Activitylnfo,
through applications that do not capture beneficiary data such as a KoboFormScanner,

Offline mobile require online access. school environment survey. Moodle, Surveyl23,

surveys Magpi, DeviceMagic,

Commcare, Ona,
iForm Builder
Assessments or surveys implemented | Surveys deployed to respondents Google forms, Survey
Online through forms that are accessible via | online such as sending parents a link | Monkey, Microsoft
assessments the web. to a survey on child welfare via social | Forms
media.
The text messaging service SMS software is used directly to Commcare, Echo
SMS component for mobile devices. collect data from beneficiaries Mobile, FrontlineSMS,

through SMS based forms or
qualitative responses.

Magpi, Telerivet,
Tera, Textit

Interactive Voice

Interactive Voice Response (IVR)
allows humans to interact with a

A deployed IVR system calls target
respondents with the option to

Voto Mobile, Twilio

Response computer-aided phone system respond via numerical responses on

through voice and input. their keypad.

. . Interactive digital platforms that Data on school closures due to WhatsApp, Facebook,

Social Media . . . . . . :

facilitate the sharing of information. violence shared on social media. Instagram

A program designed for end-users. User downloads and uses a learning Learning Management
Apps These can be proprietary or open application with integrated learning Systems,
(Applications) source. Apps for mobile platforms assessments on a mobile device; that | WorldReader

are called mobile apps. data is sent back to the developer.

Digital inscription and creation of Images or videos of classrooms and Digital sound
Audio & Video sound and/or video. schools. Described as a potential recorders, video
Recording method to collect data on teacher cameras

attendance (such as through CCTV).

Remote Sensing

Images of earth collected by imaging
satellites, planes, or UAVs.

Identifying school buildings (i.e., cross
referencing data collection locations
with satellite images).

GoogleEarth, Sentinel
Hub, USGS
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Biometric data

Use of biometrics (fingerprints, iris,
DNA) for identifying individuals

Digital identities used to track
individuals, the services they qualify

UNHCR'’s Rapid
Application (RApp)

collection . P
for, and education qualifications.
. Optical mark recognition (OMR) is Assessments being scanned to get Scantron,
Optical mark . . . .
. the process of capturing human- item-level information on student FormScanner, Moodle
recognition
marked data from document forms. performance.
Computer application for organizing | Data stored on the number of Microsoft Excel,
Spreadsheets and analyzing data in tabular form. attacks in a region across time. Google Sheets,
Numbers
Data Analvsis Software designed to support Creating maps that provide SPSS, ArcGlIS, QGIS,
Software 4 quantitative data analysis. beneficiaries with information on the | Stata

nearest service provision locations.

Computer-assisted
qualitative data

Computer-assisted qualitative data
analysis software (CAQDAS)

Software systems that help collate
qualitative data and assist in deriving

Dedoose, RQDA,
MAXQDA, Nvivo

Dynamic data
visualization

Visualization that can be manipulated
in real-time by a user.

regions in a country with drill down
features to see schools at a local
level. Qualitative data on the result
of a parent survey visualized with a
word cloud.

Processing . software assists with transcription insights from these sources.
analysis software . . : .
Data analysis, coding, text interpretation.
Programming language dedicated to Developing a continued process of R, Python, JavaScript,
General purpose . . :
) general purposes. checking on a collected dataset's data | Julia
programming L .
quality issues through a scripted
languages .
analysis.
Artificial intelligence technique using | Adaptive learning management TensorFlow, Apache
Machine learning computer algorithms that improve systems that provide learning MXNet, PyTorch
techniques through experience. materials to students based on their
performance on previous modules.
N . - . Adobe lllustrator,
g e Visualization that captures a specific Static images showing student
Static Visualization ArcGlS, Quantum
story of the data. performance on an assessment. .
GIS, Microsoft Excel
A dashboard that shows the number | Microsoft PowerBI,
. of students in conflict-impacted Tableau, Google Data
Using Data

Studio,
shinydashboard,
Salesforce

E
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4.2 DATA COLLECTION TECHNOLOGIES

All interview respondents discussed the use of technological tools in the first phase of the data life cycle:
data collection. Data collection technologies used in EiE are as varied as the type of data collected.
Technology is used to collect data on beneficiaries (demographic and historical data) across a variety of
topics: program implementation, classroom observations, standard indicators for EMISs, school
environment surveys, parent engagement, school closures, attacks in the region, and much more.

The most common data collection approach discussed was in-person mobile data collection led by trained
enumerators, though other means of data collection were mentioned, some of which are more nascent.
An example of a newer approach is data collection directly through software applications. For example, if
an organization uses a Learning Management System? (LMS) app within a refugee camp, the app captures
data on the use of that system (e.g., what module was accessed, how long was spent on the module, how
the student scored on the quizzes within the module, how much time is spent on the app at a time). While
collection of such data was mentioned by only a few respondents, it will likely become more common as
LMSs proliferate, particularly in response to the COVID-19 pandemic.

In this section, the study team presents requirements for individual data collection technologies. The study
team then discusses the advantages and disadvantages of these technologies, highlighting commonalities
and differences across different technologies, as it relates to general utility, costs, and safety and security.
Later on, in Section 5, the study team presents recommended practices based on these insights, including
mitigation strategies for identified risks. For detailed information on specific technologies as well as
potential software solutions and use case scenarios, please see Zooming into Data Technologies and
Examining Examples & Use Cases of Data Technologies in this paper’s companion dashboard.4

4.2.1 REQUIREMENTS FOR DATA COLLECTION TECHNOLOGIES

Interviews and desk review both clearly demonstrated that the requirements for data collection vary
greatly by technology. First, all technologies require the use of electricity, a requirement that should be
accounted for in any data collection plan and, in the absence of reliable electricity, may necessitate power
banks, solar chargers, and back-up batteries. Specific hardware requirements, costs of deployment, and
human resource needs vary greatly as seen in Table 2. For an extensive discussion on offline mobile survey
technologies particularly, refer to CartONG’s Benchmarking Mobile Data Collection Solutions. Since the
cost is widely variant dependent on the specific tool selected (and its associate hardware and human
resource needs) as well as the scale of data collection, the study team is unable to include cost estimates
in the requirement table, although the Appendix includes a table of costs for specific tools to act as a
starting point for organizations in the Appendix and the accompanying dashboard provides crowd-source
relative cost estimates.

3 A Learning Management System, such as Google Classroom, Moodle, or Canvas, is a software application to administer,
document and track the delivery of educational programs. Data generated through tracking lessons or courses can be used to
help tailor and curate resources to learner needs.

4 https://tinyurl.com/usyyjxyc
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Table 2: Data Collection Technology Requirements

- Internet/networ Human
Technology lllustrative Software - Hardware
k required resources
ODK, Activitylnfo,
KoboFormScanner,
Offline mobile Moodle, Surveyl23, Internet required Smartphones Survey
surveys Magpi, DeviceMagic, for sync. or tablets developers
Commcare, Ona,
iForm Builder
Smartphones,
Google forms, Survey . P
. . Internet required tablets, or Survey
Online assessments | Monkey, Microsoft . .
during collection. personal developers
Forms
computer
Commcare, Echo Feature phones
SMS Mobile, FrontlineSMS, Network required or P Survey
Magpi, Telerivet, Tera, | during collection. developers
. smartphones
Textit
. . . Feature phones
Interactive Voice . " Network required Survey
Voto Mobile, Twilio . . or
Response during collection. developers
smartphones
Smartphones,
. Survey
. . WhatsApp, Facebook, During data tablets, or
Social Media . developers,
Instagram collection. personal
Data analysts
computer
Smartphones,
. Internet may be
Apps (Applications) Learning Management required for tablets, or Data analysts
Pps (PP Systems, WorldReader o personal
application use.
computer
. . Digital sound . . .
Audio & Video g . No internet or Recording Media
. recorders, video . .
Recording network required. | devices capture
cameras
) . . Fingerprint
. . UNHCR'’s Rapid Internet required gerprint
Biometrics o scanner, facial Data analysts
Application (RApp) for sync.
scanner, etc.
Optical mark Scantron, No internet or Smartphones Survey
recognition FormScanner, Moodle | network required. | or tablets developers

4.2.2 DATA COLLECTION TECHNOLOGIES — ADVANTAGES & DISADVANTAGES

Across all data collection technologies, respondents identified themes that highlight both the advantages
and challenges of using data collection technologies relative to traditional modes (such as paper-and-pencil
collection). These insights are categorized as they relate to general utility, costs, and safety and security.

4.2.3 GENERAL UTILITY OF DATA COLLECTION TECHNOLOGIES

Broadly, data collection technologies improve general utility through enhanced data quality, improved
efficiency, strengthening information ecosystems, the general ease of adoption, and allow the collection of

I |  Technology for Data Collection Processing and Communication In EiE USAID.GOV



richer qualitative data. These advantages are offset by the exclusionary aspects of some data collection
technologies, low response rates and access issues, and the ever-present danger of survey creep.
Mitigation strategies for the identified disadvantages are discussed in the recommended practices in
Section 5. 1.2 Considerations for Donors.

General Utility: Advantages

Data quality: Respondents noted that one of the inherent advantages of using technology for data
collection is the impact on data quality. Most data collection methodologies allow data validation rules to
restrict responses, geolocation capture to confirm enumerator presence at specific locations, the
implementation of skip logic to ensure only relevant questions are answered, and calculation rules to
ensure internal consistency of the data captured. Real-time data collection allows managers to oversee
and address quality concerns closer to the point of entry. Finally, removing the need to move paper data
records into an electronic system eliminates transcription errors.

Individual technologies also have specific features that enhance quality. Data capture in learning
management systems provides more precise estimates on individual students’ competencies. Some data
capture technologies provide a less filtered view of ground realities as information is not sent through an
intermediary. Through data exhaust (data generated as a result of digital or online activities), an LMS or
app can provide insights on how an individual is using technology. An example of this is WorldReader’s
use of app data to identify what content is being read and how long individuals are engaging in the content
[26]. Similarly, analysis of social media provides a path to perspectives that might otherwise be self-
censored during an interview, though privacy concerns, particularly around consent of the user, must be
addressed when designing an approach that leverages data published on social media. Frameworks for
addressing these issues are discussed in 5././ Principles for Practitioners.

Improved efficiency: Respondents described mechanisms that improve the efficiency of data capture
including eliminating the need to enter paper data records into an electronic system, speeding up the data
cleaning process by having more up-front data validation, creating immediate access to data, localizing and
internationalizing surveys, and providing instant data analysis. These technologies also support scale. OMR
technology, for example, requires a similar amount of work to scan 1,000 tests as it does to scan |0.
Similarly, after developing the survey logic for an IVR collection system, there is no marginal labor from
implementing 100 surveys vs 10,000 surveys (though there may be more labor needed for data cleaning!)

Potential to strengthen information ecosystems: The use of technology strengthens information
ecosystems, as relationships between datasets can be developed within tools. Some technologies are
particularly adept at strengthening information ecosystems. For example, technologies that have case
management features, such as Commcare, Taro Works or Activitylnfo, provide access to other
information about a recipient, which in turn guide the type of information collected during a subsequent
visit>. Due to the uniqueness and immutability of data collected, biometric scanning is another example
of how technology strengthens information ecosystems: information attached to an individual’s biomarker
is maintained even if a refugee faces secondary displacement, enhancing interoperability across systems.
This requires coordination. As one respondent stated, “Usually [national education systems] have one to
one contracts and partnerships with different technology providers who might have different systems
[which have their own purposes] but at the end of the day, you end up with ... literally over 50 systems
running at the same time with different silos of information [that] don't talk to each.”

Ease of adoption: The proliferation of technology, particularly feature phones and, increasingly, smart
phones, means that enumerators are provided with a tool they are already proficient in. This is, naturally,
highly context-specific: the recency of displacement among refugees and IDPs and pre-conflict material
conditions and infrastructure, among other factors, can determine the prevalence of specific devices,

5 For a more complete discussion on features of specific mobile tools, refer to CartONG’s Benchmarking of Mobile Data
Collection Solutions. [15]
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leading an implementing partner to use different technologies in Lebanon than they would in Syria for
example. This high user competence contributes to easier adaptation of a tool and, in turn, improved data
quality.

Richer qualitative data: Using audio and video recordings can enhance qualitative data collection in
contexts where qualitative researchers cannot spend significant amounts of time within a school or
community. Similarly, social media can be used to collect a large, unfiltered set of data either directly
through posts on social media or by crowdsourcing information through social media. A UN
representative shared an example where they used WhatsApp to take pictures of illicit fee requests to
help identify and address corruption.

“In some communities, technology makes people very nervous. When you're working in camp
locations people feel very nervous about the fact that you're standing there putting information

into a phone. You live in a country like Syria, you absolutely do not trust anybody.”

-Humanitarian Organization Representative, MENA

General Utility: Disadvantages

Exclusionary aspects and survey bias: Not all technologies are appropriate for all contexts, and though
technology is becoming more ubiquitous, some forms of technology will not reach the targeted EiE
population. SMS or IVR approaches are only appropriate when the target respondent has access to a
phone and to a network. Social media posts are written by those who have access to devices and are able
to post within prevalent social norms. Similarly, app data will be solely collected from individuals who have
access to that app.

When an enumerator collects data, the inherent power dynamic (with a device being one physical
representation of that power dynamic) may exclude respondents or result in biased information. As one
respondent from a humanitarian organization in the MENA region put it, “People aren't so keen to have
a person walking around a camp with a tablet in their hand [when they are] living in an environment where
it's 54 degrees Celsius in the sun in the middle of a desert, there's no running water, and there's no
internet because the authorities ... don't want people to be connected with the outside world.”
Individuals may be wary about providing identifying data, especially biometric data, due to cultural, gender,
or power imbalances.

“Women, youth and certainly displaced people really struggle to have their voices heard on [social
media]... We need to think about ... what the unintended consequences are if we if we're not
hearing those voices and we're still designing our programs without those voices ... So that's why
| guess [data collection technologies are] one tool in your toolbox. You need to talk to some real

humans human-to-human to find out what needs are, especially in those under underrepresented
populations.”

-Global Non-profit Representative

Low response rates and access issues: Technologies that do not rely on enumerators are likely to suffer
from low response rates. For IVR, respondents become used to unsolicited calls and may not respond.
SMS surveys generally have low response rates, especially if there is no incentive to participate. Typing in
long responses to a phone survey or SMS survey is tedious, which may negatively impact response rates
and data quality. Finally, using app data may be challenging as data exhaust is not always accessible to
analysts [27].

Survey creep: The marginal cost of adding extra questions to a digital survey appears very low. Decision
makers may add more and more questions beyond the scope of the survey resulting in the collection of
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un-needed data and wasting the time of respondents. As one global humanitarian representative stated,
“Data is like water. If you don't have enough, you'll die of thirst. If you have too much, you'll drown.”

4.2.4 COSTS OF DATA COLLECTION TECHNOLOGIES

Respondents noted that while collecting data via technology may require more upfront costs, it is often
cheaper in the long run, and sometimes in the short-term as well. With mobile data collection,
enumerators enter data directly into a tablet rather than the expensive, time-consuming task of collecting
data via paper and then transferring into a database. Some forms of data collection, such as IVR or SMS,
do not require costs associated with an enumerator team as surveys are deployed directly to beneficiaries
via their phones. Since many survey development software are open source, there are clear pathways to
financial sustainability, though this may require substantial investments in open-source software.

To better guide practitioners, the study team developed a list of cost estimates for specific tools, which
can be found in Appendix 3. Pricing Guide for Data Tools. This is further supplemented with crowd-
sourced data on re/ative costs of specific tools within the companion dashboard.é

4.2.5 SAFETY & SECURITY & DATA COLLECTION TECHNOLOGIES
Technology has both positive and negative implications as it relates to safety and security.
Safety & Security: Advantages

Enhanced data security: Information collected via technology reduces the need to store information on
paper. Potentially dangerous processes are bypassed, such as shipping surveys to a field office for data
entry. Many mobile data collection apps delete data from devices as soon as information is synced to the
server. UNHCR'’s experience with cash delivery for Syrian refugees in Jordan through iris-enabled ATMs
could provide clues to the education sector on how to use biometrics to safely improve targeting of
services and tracking students, though using this digital identity has inherent safety risks that will be
discussed later [28].

“If you need to ship [paper records to a] field office and do the data entry, there is a risk associated
with safeguarding of children and anyone who entered this information. There is a risk associated

with anybody who's holding this information.”

-NGO Representative, Syria

Safety & Security: Disadvantages

Enumerator and Respondent Safety risks: Safety risks exist for both enumerators and respondents. As in
other low-resource settings, traveling with technological hardware for data collection on EiE activities can
be a safety risk as the device itself has an inherent value and can turn enumerators into targets.
Furthermore, a device that is used to collect information may also store information that could put its
owner at risk; phones may be checked by local authorities to see where enumerators were coming from
and enumerators may face interrogation about the contacts in their phones. Data that contains PPl needs
to be handled with care especially if collected data contains information of respondents’ political views.
Particularly concerning is data that is connected to a geolocation in regimes where the government
controls access to data transferred over mobile networks. [29] Although using technologies (especially
large devices) in low-resource or conflict-affected settings can pose a risk for enumerators, some data
collection technologies can reduce safety hazards. Surveys deployed either online or via SMS or IVR can
be taken directly at home without the need of an enumerator. Data collected from social media activity

6 https://tinyurl.com/usyyjxyc
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is another way to collect information about a community without exposing enumerators or respondents
to direct risk.

“Some people won't want to use these technologies especially in ... conflict settings because of
the sensitivity around personal data ... you can't always know what's going to cause harm ... What
seems to you a very simple data collection exercise could be completely usurped by ... somebody

who views it with a very different lens. You had great intentions, I'm just collecting EGRA scores
for primary school kids and somebody else has a nefarious use for those data.”

-Global Non-profit Representative (33)

Interviewees involved in the education response in Yemen emphasized how in this and other areas with
active armed conflict natural questions from authorities and respondents around who is recording
information, who this information is going to, and what this information will be used for are amplified by
the presence of technology and its connection to surveillance. As a result, beneficiaries may be reluctant
to sign into a device using any sort of identifiable information or refuse to provide biometric information.
More invasive surveillance technologies, such as the use of CCTV, must be approached with a risk-benefit
analysis; while it may mitigate on-site safety concerns and improve emergency response, it also risks
infringing on the privacy of teachers and learners. For more detailed mitigation strategies to address safety
issues, please see Dette et al.’s 20/6 Toolkit on Technologies for Monitoring in Insecure Environments.
[30]

Risk of data co-option: The use of app data has particular ethical considerations around whether users of
applications have a transparent view of how their data is being used and assurances that private data
remains private. Any data collection faces the danger of co-option by host countries, foreign governments,
or other organizations. Data could be abused for law enforcement or national security. Biometric data
particularly could lead to invasive types of profiling to identify ethnic or racial groups; Oxfam’s Biometrics
in the Humanitarian Sector [31] provides a more detailed exploration of the inherent concerns around
biometric data.

“There are some things done in the Global South ... which are clearly GDPR incompatible. And
technically that's legal because you're not doing them in the EU, but it's not really a good idea ...

GDPR is a good standard and you'd be nuts not to try and stick to it.”

-Private Sector, Regional (9)

4.3 DATA PROCESSING TECHNOLOGIES

The processing phase includes data validating, cleaning, exploratory data analysis, and modeling. Of the
three phases of the data life cycle, data processing was the least mentioned. The study team believes that
this is true for two reasons. First, most processing and analysis happens at a regional, country, or global
office and therefore does not face the same technological restrictions as data collection. The main
restriction unique to education in emergencies data beyond the challenges of collecting it, is the availability
of certain software programs. This may be due to government sanctions, local human capacity, or
infrastructure. For example, Microsoft services cannot be used in Syria which reduces the availability of
deploying PowerBl. Second, improved data validation techniques (such as enhanced data validation through
programmed data quality checks) and advanced analytical techniques (such as deploying machine learning
algorithms or other big-data solutions) are hampered by poor resource allocation to such endeavors,
including insufficient human capacity to support and use software effectively.
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“My dream would be to have a team full of programmers to kind of do all the sort of data checking
type stuff. [However] the amount of time it takes, especially for [a non-expert], is too great for

the kind of value that is given to it by clients particularly.”

-Global NGO (10)

Nonetheless, technology is a clear component of this phase. It can be used to validate data (i.e. individuals
assigned to validation roles in Kobo who address any data quality issues and confirm the responses),
cleaning datasets (i.e. a script written in R used to re-shape raw data into a file that is ready for analysis
or visualization), exploring data (i.e. simple pivot tables in Excel or distilling insights through a computer-
assisted qualitative data analysis software), and modeling (i.e. statistical tests through data analysis software
like SPSS or Stata).

In this section the study team will first provide a typology of data processing solutions and requirements
for these technologies. While the advantages and disadvantages of specific technologies vary by type and
actor, the study team provides clear themes as it relates to this process within the EiE sector with more
detailed information about specific technologies found in the companion dashboard.”

4.3.1 REQUIREMENTS FOR DATA PROCESSING TECHNOLOGIES

Requirements for data processing vary greatly dependent on the technology. While all technologies
require the use of electricity and do not require the internet or mobile networks to run, specific hardware
requirements, and human resource needs vary widely as shown in Table 3.

Table 3: Requirements for Data Processing Technologies

Technology Hardware

llustrative Internet/networ Human
Software k required resources

Microsoft Excel,
Tablets or personal

Spreadsheets Google Sheets, No
computer
Numbers
Data Analysis SPSS, ArcGlIS, QGIS, N b | 5 |
Software Stata o ersonal computer ata analysts
Computer- Dedoose, RQDA, s i
assisted MAXQDA, Nvivo martphones,
o No tablets, or personal | Data analysts
qualitative data
. computer
analysis software
General purpose | R Python,,
programming JavaScripe, Julia No Personal computer | Data analysts
languages
Machine | ; TensorFlow, Apache Personal computer
achine learnin . S
! & | MXNet, PyTorch No (potentially cloud Data scientists
techniques .
computing)

4.3.2 DATA PROCESSING TECHNOLOGIES — ADVANTAGES & DISADVANTAGES

Across all data processing technologies, respondents identified themes that highlight both the advantages
and challenges of using these technologies within EiE constraints. These insights are categorized as they

7 https://tinyurl.com/usyyjxyc
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relate to general utility and costs. Because data processing technologies are generally conducted in a home
office, safety and security issues are not discussed.

4.3.3 GENERAL UTILITY OF DATA PROCESSING TECHNOLOGIES

Data processing technologies enhance efficiencies, increase analytical prowess, and improve
reproducibility and auditing capabilities.

General Utility: Advantages

Enhanced efficiency: As described in nearly all interviews, technology plays a clear role in improving the
efficiency of data processing and analysis. Data validation that is not incorporated ad-hoc through data
validation within a survey is often deployed post-hoc at the analysis phase. Rather than relying on tabulation
of results to identify data quality issues via Excel or random audits, validation techniques can be developed
through scripted data checks. For example, a script in R or Stata can be written to analyze student
attendance data on a daily basis to identify if specific schools or teachers are continuously reporting above
or below an attendance threshold. The deployment of more advanced technologies, such as machine
learning techniques, can even further enhance the efficiency of data collection, data cleaning, analysis, and
visualization techniques (see Machine Learning — a new frontier for data analysis in EiE? on page |9 for a
deeper discussion of the promise of machine learning technologies in EiE.)

Analytical prowess: Scripted analysis approaches and data analysis software provide access to more
advanced statistical techniques (particularly relative to Excel) including regression analysis, sample
weighing, power calculations, spatial analytics, and machine learning techniques. Predictive models (such
as identifying the probability of a student dropping out of school based on attendance data) can be
developed and continually applied and modified. These types of student-based early warning systems have
become standard operating procedures in many school systems globally but, due to the current nature of
data collected and data quality, have not yet been fully explored in the EiE sector. Extracting insights from
qualitative data, such as data from social media or communication channels, is made possible through
advances in natural language processing and data analysis software. Machine learning (like other statistical
techniques) can be used for predictive analytics. Al has already been deployed to predict natural disasters
[32], as early warning systems on education metrics [33], and to discover informal settlements [34].

“We don't do a very good job of being able to explain exactly how we got from A to B and in our
analysis. And that's something that | think is the fault of both the data science side and the social

scientists not doing enough to learn each other's way of working.”

-Academic (34)

Improved reproducibility and auditing capabilities: All technological approaches to data analysis enhance
the ability to audit and learn from data processing and analysis. Some technologies, though, are better than
others. Spreadsheet software can provide insights into the results of an analysis but often lack clear
documentation of data manipulation and processing. Scripted languages improve visibility into analyses by
allowing readers to reproduce an analysis and read through comments. Moving analyses from scripted
languages back to a more readable format (such as a PDF, html file, or word document) can provide
managers with methods to review analytical work. One such example is the development of an R
Markdown file to show implemented analyses, display results of the code, and highlight text and comments
related to analytical steps in the code as well as aid in interpretation.
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4.3.4 COSTS OF DATA PROCESSING TECHNOLOGIES

The greatest barrier facing further adoption of data processing technologies in the EiE sector are cost and
resource related. Particularly, the sector faces a dearth of specialized technologies designed for the sector,
restrictions to specialized s